A greedy randomized adaptive search procedure application to solve the travelling salesman problem
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Abstract
The main objective of this article is to show an algorithm capable to find a minimal total length evaluation function roundtrip in symmetric Travelling Salesman Problem (TSP). Application of concepts related to Greedy Randomized Adaptive Search Procedure (GRASP) metaheuristics, with a 2D Euclidean distance between nodes and return to start point. It was implemented through two instances defined in the TSPLIB. As results, it was observed that in all iterations the value of the initial solution, such as constructive heuristic, minimized over the course of local search optimization process, developed by the assumptions of the 2-Opt heuristics, where the best results found (836909 km) was established for simulation considering a total of 5000 iterations. The traditional TSP solution has a strong implication in determining product delivery routes for customers established in different locations, inspired by the vendors’ need to deliver products in different locations (the cities) using a shorter route, reducing the time required for the trip and the possible costs. Furthermore, the use of efficient TSP resolution methods can be adapted to applications found in industrial process practices, such as determining the delivery routes of materials to traverse a range of sectors from a common distribution center.
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1. INTRODUCTION
During the last fifty years the Travelling Salesman Problem (TSP) is considered one of the most preeminent themes to be explored into the operational research optimization problems, mainly because of its purest formulation nature, focused in some of the most important applications related to the practical activities, such as, for example, on some industrial planning [1,2], cargo logistics [3,4], vehicle routing and machine setups areas.

Therefore, considering a list of \( n \) nodes and an evaluation criterion (e.g. distance, costs) between the subsequently pair of each one, the focus of TSP is to describe the optimum value capable to represent the best route option which can be covered without repetitions [5]. One of the most studied cases of TSP is related to solve problems that considering a 2D Euclidean distance between the nodes, mainly because of the relation with real situations into a transportation and logistics context, but also, because TSP is considered as a NP-hard computational problem not easy to solve in practical applications [6-8, 26]. Even because of its computational implementation characteristics, actually exists a large number of heuristics and exact methods that corresponds to solve this problem, such as Branch and bound, Branch and cut [4,9], Dynamic programming [2,10], Mixed integer programming [1,11], Genetic algorithms [12-15], Multi-objective evolutionary algorithms [16], Simulated annealing [17], Tabu search [18-19], Meta-heuristic for randomized priority search [3] and Greedy Randomized Adaptive Search Procedure (GRASP) [20,21,27], mostly based in the main principle that is reduce the necessary length to travel through all nodes (sometimes considered as cities) and return to initial checkpoint [5].

Considered an iterative process, the GRASP algorithm can be developed in two steps: the construction of greedy procedures to generate feasible solutions to the problem, by ordering elements based on the best maximization solution value obtained; and a local search improvement heuristic procedure, trying to
improve the quality of the solutions at each iteration in a randomized sequence [21,22]. The best solution not necessarily will be the next to be changed, escaping the local optima.

Based on the assumptions described, the main objective of this present research is to develop an algorithm capable to find a minimal total length evaluation function roundtrip in symmetric TSP problems, through the application of the concepts related to GRASP metaheuristics, with a 2D Euclidean distance between the nodes and return to the original start point.

The traditional TSP solution has a strong implication in determining product delivery routes for customers established in different locations, inspired by the vendors' need to deliver products in different locations (the cities) using a shorter route, reducing the time required for the trip and the possible costs. Furthermore, the use of efficient TSP resolution methods can be adapted to applications found in industrial process practices, such as determining the delivery routes of materials to traverse a range of sectors from a common distribution center.

The research structure was designed in five topics that start mainly from the conceptual verification of some concepts and directives about TSP into a recent scientific research published. After, there are the definitions of the parameters used during the algorithm developed and specification of the TSPLIB instances used to support its implementation, which occurs in the last section of the present work.

2. OVERVIEW OF TSP APPLICATIONS

This section presents an overview of five researches developed during the last years about TSP, in a manner to bring some different ways in which the topic can be approached.

According to [23], a heuristic method very studied in literature related to TSP is the nearest neighbour algorithm. It consists in a simple and straightforward way to make a Hamiltonian cycle, starting by a city and taking step by step, the next closest city until the last city, when the cycle is closed by linking the last city to the first.

Firstly, a Lin-Kernighan heuristic to solve TSP problems was implemented by implemented [5], in sense to use a larger and more complex search steps than a previous original described in [24]. For instances, it was used a total of 7397 cities from TSPLIB, considered the largest non-trivial problem instance solved to optimality in 2000, but the algorithm was capable to reproduce a scenario that involves, until, 85900 cities. At the end, it was observed that the computational experiments that have shown by this algorithm were highly effective, with an optimal solution obtained for all problems developed.

Also, the running times were satisfactory for all tests problem and seem to be feasible for problems with fewer than 100000 cities.

For [7], the interest was using empirical methods to characterize the empirical complexity of the 2D Euclidean TSP, mainly because of its status to be a particularly prominent and well-studied NP-hard computational problem. For this, a total of 29 instances from Random Uniform Euclidean (RUE) and TSPLIB were applied to Concorde branch and cut solver heuristics. As findings, they demonstrate that some of the most widely studied types of TSP instances tend to be much easier than expected from previous theoretical and empirical results. The result suggests that the behaviour observed for the simple random structure underlying RUE is very similar to that obtained on the structured instances arising in various applications.

A six 2-Opt GRASP heuristics was proposed by [21] for several path-relinking strategies and solve the Symmetric Euclidean Clustered Traveling Salesman Problem (SECTSP), to find a minimum Hamiltonian cost cycle that the vertices of each cluster. However, there were no instances available to solve the SECTSP, in order of the necessity of develop alternatives versions for this purpose, that forces the generation of a set of six generic types. At the end, the proposed heuristics “G” and “GPR1PR2” were also compared to a Genetic Algorithm developed for solving the SECTSP without specifying the order of visiting the clusters.

A case study to investigate the development and application of a general Metaheuristic for Randomized Priority Search (Meta-RaPS) to TSP was developed by [3], focused in a large truck route assignment model developed by a trucking company, that estimates a more than 50% reduction in engineering time and over $2.5 million annual savings in transportation costs using compared to their current method.

Finally, a new modified version of GRASP, called Multiple Phase Neighborhood Search-GRASP (MPNS-GRASP) was proposed by [29], in order to improve its performance and to face the major disadvantage of normal GRASP which does not have a stopping criterion against the iterations that give minor improvements in the result. It was used for simulation 74 Euclidean sample problems with sizes ranging from 51 to 85900 nodes from TSPLIB.

3. PARAMETERS AND INSTANCES FOR TSP

The TSP was composed by four parameters that are critical to its characterization during the construction of the algorithm: The definition of the distances \((d_{e|e'})\) symmetry of each nodules \(e\) (initial) and \(e'\) (final) path considered at the simulation \((d_{e|e'} = d_{e'e})\); the activation of each node only once per iteration; the starting and ending points are considered the same; and all cities are connected to each other, as to enable the filling of \(n\) possible tour, as shown in Figure 1.

The optimization process of the \(n\) following possibilities may be obtained through the simulation of the TSP can be described according to the objective function described in (1), from the function of verification able to minimize \(D_s\) to a minimum value, that satisfies the restrictions imposed on the problem, which results in sequencing paths considered ideal.
Minimize $D_s$ \hspace{1cm} \text{s.t.:} \hspace{1cm} \begin{align} D_s &= \sum_{c=0}^{m-1} d_{c,c'} \hspace{1cm} \forall \ c \neq c' ; \hspace{1cm} \label{eq:a1} \\ d_{c,c'} &= \sqrt{(c_x - c'_x)^2 + (c_y - c'_y)^2} ; \hspace{1cm} \label{eq:a2} \\ c_x, c'_x, c_y, c'_y &\geq 0 ; \hspace{1cm} \label{eq:a3} \\ c' &= (c'_x, c'_y). \hspace{1cm} \label{eq:a4} \end{align}$

For:
- $c$: starting point of the measured path, $\forall \ c \in \{0, \ldots, m-1\}$;
- $c'$: end point of the measured path, $\forall \ c' \in \{1, \ldots, m\}$;
- $c_x$: $x$-coordinate of the starting point location in the cartesian plane;
- $c'_x$: $x$-coordinate of the end point location in the cartesian plane;
- $c_y$: $y$-coordinate of the starting point location in the cartesian plane;
- $c'_y$: $y$-coordinate of the end point location in the cartesian plane;
- $d_{c,c'}$: Euclidean distance between the initial and final points evaluated;
- $s$: solution index.

For analysis and verification of behavior and level at which the results of the developed algorithm are established, it was proposed the complete utilization of one instance for benchmark developed by TSPLIB for Uruguay TSP simulation, composed of 734 cities [25].

4. GRASP APPROACH

As explained above in the introductory section, the develop of GRASP basically involves the development of two data parameterization steps, the constructive heuristics and local search; each responsible for the process optimization $D_s$ evaluation function for considered problem.

The constructive iterations process was initially proposed by random selection of the first city ($c = 0$) to be subjected to evaluation, in order to be checked in which case the value of its Euclidean distance to other cities is the smallest available, forming the first pair of shifts. This process occurs for the remaining cities to reach the last part of the tour, which relates to the initial point $m$ ($c = 0$), where it is feasible to calculate the minimization ($D_1$) for this first iteration.

For $N_c$ a finite set of nodes in a manner that $D_s(c)$ is the current TSP solution sequence for the module value $D_s$ and an initial random first solution ($D_1$) in relation to the objective of minimize the value of objective function. The 2-Opt local search heuristics (Figure 2) helps to seeks to change this initial result, in order to promote a comparison of these in relation to $D_s$ other solutions, due the synchronized movement between two pairs of neighbor nodes.

However, are only considered those exchanges that are equal or reduce the optimization module measure adopted, such that $D_s$ is considered optimal when there is no possibility of exchanging able to satisfy its condition [21,24].

Based on the procedures presented above, with the first $D_1$ solution already established, the second step of the algorithm is focused on the development of new solutions by double exchange between the cities of the first sequencing, through a finite count ($g$) iterations, to generate $n$ solutions for the case. As a gradual process to search the optimal distance for the tour, every new solution found is compared with the previous ideal solution, so that, if the new solution is smaller, then take the originally assigned to former position and is considered as a new ideal solution.

In contrast, if the new value is higher, there is still the possibility of this being selected as the solution of the problem, through the randomize number (from 0 to 1) ($\tau_s$) and the probability ($p$) previously defined before the simulation (at the same manner from zero to 1). If $\tau_s \geq p$, so the new value should be stored in place of the previous one. Otherwise, the status remains unchanged until a new iteration is fostered.

After completion of the local search described above, there is a consolidation of data minimization function $D_s$ in a manner that can be possible the realization that what solution ongoing of iterations satisfied the problem and the route which was regarded as TSP ideal for the instances used.
5. RESULTS

Through methodological procedures elucidated above and simulation parameters set out in section 3, there was the possibility of performing the simulation of GRASP for the TSP instance that refers to all 734 cities of Uruguay, such a way that the results are presented as shown in the proposed chart in Figure 3, for \( g = 1 \) to \( g = 5000 \) iterations. This presented approach was developed in the Integrated Development Environment - IDE Microsoft Visual Studio, using the C++ language. The results were generated on a computer with the following configuration: Processor Intel Core i7-4710HQ 3.5 GHz, 8 GB RAM Memory.

Two distance measurements were adopted as reference for the case the first is related to viable solution found in the heuristics constructive step, while the second reflects the shortest distance to the course of \( n \) simulated iterations in the local search and considered as the lowest value found for TSP after each simulation.

According to the expectations established previously, the first observation can be given is that minimization of the initial solution obtained through constructive heuristics are not directly related to the number of iterations, as can be seen between \( g = 500 \) and \( g = 2000 \) in the graph. However, the relation holds true if related to the distance minimization of the end of full GRASP implementation (after the local search).

As expected by checking the data, it could be observed the consolidation of the time growth in direct relationship with the total iterations adopted for the case. While in \( g = 1 \) the time required is less than 1 s, for \( g = 100 \) this rises to 17.8 s, an increasing trend time consumed in the first position.

With the number of iterations adopted, it was not possible to visualize at what time the model can achieve a stabilization of the results, but is gauged that it should be close to the \( D_B = 836909 \) km mark, found for the simulation developed with \( g = 5000 \) on, approximately, 900 s of processing. Also, it is believed that regardless of the number of iterations attributed to \( D_s \) mark shall not exceed a value of less than 835000 km, given the profile of results and parameters used for the design of the algorithm proposed.
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**Figure 3.** Simulations results for Uruguay TSP instance.

Next, it was necessary to check the behavior of the time consumed for processing each iteration proposed, the results of which are shown in the graphical representation in Figure 4.

As expected by checking the data, it could be observed the consolidation of the time growth in direct relationship with the total iterations adopted for the case. While in \( g = 1 \) the time required is less than 1 s, for \( g = 100 \) this rises to 17.8 s, an increasing trend time consumed in the first position.

As limitations of research, it can be considered the use of symmetry between the one-way distances to and from each trip between cities, as well as the use of only one instance for simulation, which makes it infeasible to verify the robustness level of the heuristic adopted. Another point was the long time required for the GRASP fulfill its TSP implementation routines, which makes recommendable the use of a processing number not very extensive, but that the same time allow to obtain satisfactory results unless to conditions of the problem.

For future studies, it is expected that the proposed TSP presented is subjected to other methods of heuristics and metaheuristics, in order to seek more efficient solutions to instances subject to verification.

6. CONCLUSION

According to the main research objective that seeks the develop an algorithm capable to optimize the minimal total length evaluation function roundtrip in symmetric TSP problems, through the application of the concepts related to GRASP metaheuristics, it is possible affirm that the results demonstrated the capacity of mathematical programming developed to fulfill its purpose. Thus, it was observed that in all iterations the value of the initial solution was minimized over the course of local search optimization process, developed by the assumptions of the 2-Opt heuristics, where the best results found (\( D_B = 836909 \) km) is established for simulation considering a total of \( g = 5000 \) iterations.
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**Figure 4.** Time consumed for each number of iterations.
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